CHAPTER IIiI

MAIN RESULT

3.1 Some Auxiliary Results

In this section, we give some condition for nonsingularity of sum of two

permutation matrices.

Lemma 3.1.1. If ¢ = (rs) be a transposition in S, where 1 <r < s < n, and let

A € M,(R) be the permutation matrix corresponded to o, then the system of linear

equation (I + A)x = b has infinitely many solutions.

Proof.
s Column r- Column
1
s- Row 0 1
i
Ay ==
r- Row 1 0
1

Let I € M,(R) be the identity matrix, we have

s- Column 7 Column

s Row i 1

T+ 4, =
- Row 1 1

(3.1.1)

(3.1.2)
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Now consider a matrix equation

(I+A)x=0 (3.1.3)
where .- - -
ky 0
ka " 0
e =2 , and 0=} | € M1 (R)
| b 2N

we get the corresponding homogeneous system of linear equations

,

2k1 o O,
ke + ks = 0,

ﬁ : (3.1.4)
k. + kp = (),
L Qkﬂ - 0-

It is easy to see that (rank I+ A, = n—1 < n), therefore the homogeneous system of
linear equations (3.1.3) or (3.1.4) is consistent and it has 'mﬁnitély many solutions.

Similarly, if ¢ € S, is product of two or more disjoint transpositions 7,72,
e Tk, L€ O = T1, T2, ..., Thy aRd A, € M, (R) is the corresponding permutation
matrix of o then the homogeneous systems (I + Ay )X = 0 is also has infinitely many

solutions. O

Now, suppose ¢ = (j1j27s) is a cycle of length 3 where 1 < j1,j2,Ja S 71 and
A is the permutation matrix corresponding to o, the homogeneous system of linear

equations (I — Ag)x = 0 must has unique solution that is
by =ky=---=k,=0.

For exainple, let ¢ = (123) € S5 and let A € M, be the corresponding

permutation matrix. We have
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6010 10180

1000 11060
Ay = and T+ A, =

0100 0110

LO 001 0 00 2

We must show that det(7 + A,) # 0 equivalently the row vectors of I + A, that
are e -+ es, € + €3, €3 - €3, 264 are Hnearly independent, where {e;, s, €3, e4} is the
standard basis for R%, '

Let €1, ¢, 3, ¢4 € R such that
c1(91 + eg) + 02(81 + 62) o C;:,(eg + 93) + 64(234) =0,

we have
(c1 + co)er + (ca -+ ea)ea + (ca + c1)es + 2¢.e4 = 0.
Since {e;, ey, €3,€4} is the standard basis for R4, it is linearly independent set, we

get a homogeneous system of linear equations,

¥
a +e = 0,
Co + 3 == 0)
1 ] + Cy = O,
20 = 0,
\
that is A
] = —Cy,
Co = =Ly,
3
By ="'y,
L 264 == 0,
equivalently,
;. = —,
Co == Cis
4
¢z = =0,
| [ 0.
Now ¢; = -¢; if and only if ¢; = 0. This implies

61=szC3ﬁC4=0.
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Therefore the set of row vectors {e; +e3, e; +ez, ez +es, 2e,} is linearly independent

and det(I + A;) # 0.

Theorem 3.1.2. Let p € S, be a cycle of even length. Then det(l + A,) = 0 where

A, is a permutation matrix corresponded to p.

Proof. If p = (rs) is a transposition in S, where 1 < r <s < n, by Lemma 3.1.1,
we have that det{I + A4,) = 0.
If p = (pgrs) where 1 <p < g <r <s<nthen we have the permutation

matrix corresponded to p,

(=31 1

- Row | e p-Row { ep + e,

g-Row | e, g-Row | e, + €,

Ay = 4 and I+A4,=

r- Row | e, r-Row | e, + €

s-Row | e, s-Row | e, + e,
eﬂ eﬂ-

where {€),€q, . .., e, } is the standard basis for R™. Note that the rows except, p, g, T, 5

rows of the matrix I+ A,, appears 2 in the diagonal positions and 0 in else. To show

that the set of vectors
{2@1,...,(ep-i—es),...,(eq+ep),...,(eT+eq),...,(e3~§~e,.),...,2en}
is linearly dependent, let ki, ks, ...,k € R and

2k131+2k262+...'{“kp(ep““i“es)+-"+kq(eq+ep)+"'

4 koler +e) b ..+ ho(es +e)+ .. 4200, =0,
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thus

2kie; + 2kaen ...+ (ky Fhp)ep + .. (kg + kr)eg+ ..

+ (kr + ks)er + ...+ (ks + kp)es + ...+ 2k, = 0.

Since {ej,ez,...,e,} is linearly independent, we have a system of homogeneous

linear equations

r

2]{71 ‘ = 0:
2k2 = 05
kp e kq - Oa
j kg + kr == 0,
k?‘ R I"g.s 1 = 0,
ks + k, = {,
\ 2k, = 0,
that is ky = ky = - -- = k, = 0 excepts ky, kq, kr, k&, and
¢
ky = —kq
ky = ”km
< q
k’f‘ = "“ksa
{ ks = —kp
that is )
by = ky,
ke = —ky, '
T ? (3.1.5)
kr = kp}
ke = =k,
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Therefore k, is the parameter of the last system, the system has infinitely many
solution. So that the set of vectors
{e1,... ,(e.p~lre_(,.,),...,(eq—}«ep),...,(eT—{—eq),...,(eéJ + €, et

is linearly dependent. By Theorem 2.2.3 assert that det(I + A,) =0.
Similarly, in any cycle of even length, p = (ig, %2, . . ,%,) Where r is even

(3.1.5) become

k'il = k’in

kiz = "“kﬁ,

ﬁ k’ia = kin

| T, CFEs b
So {eg,....(ep +€p),. . ey, + &l PERI6E | B €,)s - (€ + €p;_q)i-vr€nks 18
linearly dependent, which implies that det(I + A,) = 0. O

Theorem 3.1.3. Let p € Sy, be a cycle of odd length. Then det(I -+ A,) # 0 where

A, is permutation matrix corresponded to p.

Proof, 1f p=(rst) where1<r <s<t<mn.

We have the permutation matrix corresponded to p,

e e
r-Row | € r- Row | e, -+ &

Ay,= s-Row|e, | sothat I+ A4,= s-Rowle;+e,

t-Row | e,. t-Row | e, + €
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Note that the rows except, r, s,t rows of the matrix I+ A4,, appears 2 in the diagonal
positions and 0 in else.

To show that {2e;, 2ey, ..., 2,1, (€, +€), ..., (€st€r),. ., (est+es), ... 2€en}
is linearly independent.

Let ki, ke, ...,k € R and
Ohre1 -2kt . A2k 1€ 1tkp(erte )+ . hs{este,) .. k(oo )+ 2ke, =0,

thus

2k1€1 + 2]6292 S 2kr_1erm1 + (kr -+ ks)er .

+ (ks + ke + ...+ (kr+Ei)er + ..+ 2ke, = 0.

Since {e;,€z,...,€,} is linearly independent, we have a system of homogeneous

linear equations

~

2]{11 W' 0,
2!‘:’12 -3 G,
ke + ks = JO
3
ko -+ ke &= (,
ke + & = 0,
| 2k, = 0
that is ky = ky = -+ - = k,, = 0 excepts k., ks, k; and
kf‘ = ‘“"ksa
k.s e —kta

kt = _kr'
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that is
k’r - "“kr: ,
ky =k, (3.1.6)
k; = _k}-.

Since k, = —k, implies that k. = 0, and &, = 0. So
{2e5,2e5,...,28,_3, (e, +&),..., (€ +e)...;(e+e),..., 2}

is linearly independent. That is det(] + A4,) % 0.
Similarly, in any cycle of odd length p := (§ijo... Js) where r is odd (3.1.6)

become )
ki = =k,
kp = ks,
N ki = ks
\ ki, = ~kj,
which implies k1 = ky = - =k, =0, so

{er....(e; +eg),.. . (e +€5)s s (8 H )., (05, + €. )yt enk,
is linearly independent, which implies that det(] + A,) # 0. O

Theorem 3.1.4. Let ¢ = pipa. Py € Spwhere 1l <t <nand py, 1 <E€<tis
one cycle of even length then det(f + A,) = 0, where A, the permutation matrix

corresponded to o.

Proof. Let A, be the permutation matrix corresponded to 0. If o = (pg)(rst) where

I<p<g<r<s<t<m,then



€1
p-Row | e4 p- Row
g-Row | &, q- Row

As= r-Rowl e, |, wehave I+ 4, = r-Row

s-Row | e, s- Row
t-Row | e, t- Row
€n

ey

ep + €

€+ €p

e+ e

e, + e,

e+ €;
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Note that each rows except p, q, 7, 8, Tows has 2 in diagonal position. To show that

{2e1,...,(ep+eq),...,(eq+ep),...,(er+et),...,(es+er),...,(eg«kes),...,Qen}

is linearly dependent. Let k1, ks,...,k, € R and

2k1e1-I—2icgeg-%»...—i—kp(ep+eq)+...+kq(eq+ep)-i—.,.

4 kp(er +€) + ... +ksles +e) oo+ haler+es) + .. 2kpen =0,

thus

ke + 2kgeq + ...+ (ky +hep+ . (kp HEg)eg + ...

+ (ke 4 ker + .o (ks + ke)es 4 oA (ke + ki )eg + ..+ 2knen =0



19

Since {ej,ey,...,en} is linearly independent, we have a system of homogeneous

linear equations

’a

2k
kp + kg
kp + kq
< ko + ke
ko + Rt
\
that is ky = ko = -+ = k, = 0 excepts ky, kg, by, ks, kit and
ky = —kqg,
kq = "'kp,
§ ke o= ks,
ks = "“kt:
k,} e Mkr
\
that is .
kp =k,
k, A Sk
3 k’r = _kr:
ks = ki,
L kt = _kr-
Now consider the two subsystems
k.
k, = kp,
y ¥ and ks
kq - "'kp:

kr+kt

'—km
kr,

Akon,

(3.1.7)
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The subsystem

ke = —kn,

ke = ki,

kk = —k
has unique solution k, = k, = k; = 0, since k, = —k if and only if k. = 0. But the
subsystem '

B =N

ke = —kp,
has infinitely many solution. Therefore {e1,...,(ep +&g),... (e +ep),. .., (er +

&) .., (ea+er), ..., (estes), ..., e} islinearly dependent. That is det(I+A4,) = 0.

In general, we consider (3.1.7) in #-subsystem of homogeneous linear equa-
tions correspond to pi,p2,- - -, 1, We see that if there exists some subsystem corre-
sponding to p; say, which is of even length then the full system must has infinitely
many solution. Therefore det(I + A,) = 0. If there is no such any cycles of even

length in the permutation o then det(I + A,) # 0. o

Theorem 3.1.5. If A and B are permutation matrices in P(n) and A™'B corre-

sponding to permutation ¢ = p1pz...pr € Sy then
a) A+ B is singular, when Jp;, 1 < ¢ < k has even length.
b) A+ B is nonsingular, when Vp;, 1 < ¢ < k has odd length.

Proof. Since A is a permutation matrix, it is an orthogonal matrix, then A~ exists.
Consider
A YA+ B)=A"A+ A 'B=T+A7'B:=1+C
where C = A™'B € P(n).
If ¢ is permutation matrix corresponding a permutation ¢ = p1p2... 0 €
S, and 3p;, 1 < i < k has even length, Theorem 3.1.4 assert that det( + C) = 0.

Since the matrix A + B is equivalent to the matrix I 4 C therefore
rank(A + B) = rank(J + C},

by Theorem 2.2.4. Thus det(4 + B) = 0, this prove a).



21

Similarly, if Vp;, 1 < 4 < k has odd length then Theorem 3.1.4 also assert
that det(J + C) # 0 that is det(A4 + B) # 0, the case b) was proved. £

3.2 Linear Combination of Permutation Matrices

Theorem 3.2.1. If A and B are permutation matrices in P(n) and A™'B corre-
sponding to permutation ¢ = p1pz...pk € Sn, and c;,c2 € R\ {0}, c1 + ¢z # 0,
then

a) ¢ A + B is singular, when 3p;,1 <4 < k has even length.
b) ¢1A+ ¢ B is nonsingular, when Vp;, 1 <4 < k has odd length.

Proof. Consider the combination ¢;A -+ ¢, B of the permutation 4, B € P(n).In a
special case, if A = B and ¢, + ¢z = 0 then we have A + B = A —cA=0.
Therefore the combination matrix ¢i A + 2B is zero matrix.

In general; if e, e5 € R\ {0}, 1 + ¢2 # 0 consider the matrix e 4 + ¢3B. Since

A is permutation matrix, then {¢;A)~" exists and (c;4) 7! == (1/¢;)A™" . Consider
(@A) 1A+ eB) = (a1/) AT A+ (efe) AT B =T+ (/) AT B =T+ D

where D = (cz/c1)A™1B € P(n).
If D is permutation matrix corresponding a permutation ¢ = p1pz...p; €
S, and 3p;, 1 < i < k has even length, Theorem 3.1.4 assert that det(/ + D) = 0.

Since the matrix 4 + B is equivalent to the matrix I + D therefore
rank(A + B) = rank(I + D),

by Theorem??. Thus det(A + B) == 0, this prove a).
Similarly, if ¥p;, 1 < i < k has odd length then Theorem 3.1.4 also assert
that det(] + D) # 0 that is det(4 + B) # 0, the case b} was proved. Q
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Lemma 3.2.2. Let B is a reflection matrix corresponded to o = pypz ... p for some

k € N. Then there is at lest one p; of even length where 1 < j < k.

Proof. Suppose that B is reflection matrix corresponded to ¢ = pypa...p;. Then
det(B) = —1. Assume that there is no any even length of o, that is o consists of all
odd length. Thus it is even permutation, so det(B) = 1, which is a contradiction.

Hence there is at lest one p; for some 1 < § < k, of even length, O

Corollary 3.2.3. If 4 is rotation matrix and B is reflection matrix, then
det{A + B) = det A +det B.

Proof. By Theorem 3.1.4, det(A + B) = 0. Since det(A) = 1 and det(B) = —1, we
have

det(A+ B) =0 = —1+ 1 = det(A) + det(B).





